
 

  Vol. 13, No. 1, Juli 2025 

 

 

                                              ISSN  0216 – 0544 

e-ISSN 2301– 6914 

   

1 

 

Comparison of feature extraction in support vector machine (SVM) 

based sentiment analysis system 
 

Imam Fahrur Rozia, Irma Maulidiab, Mamluatul Hani’ahc, Rakhmat Ariantod, Dika Rizky 

Yuniantoe, Ahmadi Yuli Anantaf 

 
a,b,c,d,e,f,Department of Information Technology, State Polytechnic of Malang, Malang, Indonesia 

E-mail: imam.rozi@polinema.ac.id, irmamaulidiaaa@gmail.com, 

mamluatulhaniah@polinema.ac.id, arianto@polinema.ac.id, dikarizkyyunianto@polinema.ac.id, 

ahmadi@polinema.ac.id 
 

 

Abstract 

 
Sentiment analysis plays a crucial role in natural language processing by identifying 

and categorizing opinions or emotions conveyed in textual data. It is widely applied 

across diverse fields such as product review analysis, social media monitoring, and 

market research. To enhance the accuracy and reliability of sentiment classification, 

various methods and feature extraction techniques have been explored. This study 

investigates the use of Support Vector Machine (SVM) for sentiment analysis, 

comparing three feature extraction techniques: Term Frequency-Inverse Document 

Frequency (TF-IDF), Bag of Words (BoW), and Word2Vec. Our findings indicate that 

SVM performs effectively with all three feature extraction methods, with TF-IDF 

yielding the highest accuracy at 0.79. Although the BoW method showed competitive 

results, it slightly trailed TF-IDF in k-fold validation. Word2Vec, however, exhibited 

the lowest performance, achieving a maximum accuracy of 0.69. A comparative 

analysis of accuracy, precision, recall, and F1-score highlight the superiority of TF-

IDF in delivering consistent and accurate results. Further statistical analysis using 

ANOVA revealed no significant differences between the models across any of the 

evaluation metrics.  Additionally, the evaluation was conducted under several 

scenarios, including tests on balanced and imbalanced datasets, varying dataset sizes, 

and different CCC parameter values for SVM. These scenarios provided deeper insights 

into the factors influencing the system's performance, reinforcing that TF-IDF 

combined with SVM remains the most effective approach in this study.          

Key words: ANOVA, Bag of Word, Feature Extraction, Sentiment Analysis, SVM, TF-

IDF, Word2Vec. 

 

 

INTRODUCTION 

In the fast-growing digital era, various 

online information sources are becoming 

increasingly rapid and significant. Sentiment 

analysis is a process used to help identify the 

content of a dataset in the form of text-based 

opinions or views on an issue or event that are 

positive or negative [1]. In conducting 

sentiment analysis, a method that supports 

classification is needed, such as the Naive 

Bayes Classifier, which was implemented to 

analyze the sentiments related to League of 

Legend. The best result was achieved without 

stemming, by transforming informal words into 

formal ones, and by using BOW bigram feature 

extraction [2]. Another machine learning 

method that could be used for sentiment 

analysis is Support Vector Machine (SVM). 

Based on the results of previous sentiment 

analysis research conducted by Rima and 

Pandu, in this study, sentiment analysis was 
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carried out on public opinion regarding the 

COVID-19 Booster Vaccination by comparing 

the Support Vector Machine, Naïve Bayes 

Classifier, and Decision Tree methods with 

findings showing the SVM has the biggest 

average value when compared to the other two 

methods [3]. Probabilistic Neural Network 

(PNN) as a machine learning based method 

obtained a promising result with up to 90% 

accuracy when classifying the negative and 

positive e-complaints on campus [4]. In 

addition to machine learning approaches, deep 

learning-based methods can also be applied to 

sentiment analysis. Previous research, for 

instance, analyzed electric car reviews using the 

Recurrent Neural Network (RNN) method, 

achieving an accuracy of 72% [5]. 

Feature extraction has a central role in the 

establishment of sentiment analysis methods. 

Proper feature selection can significantly affect 

the performance of the method. Therefore, this 

research focuses on the application of different 

feature extractions, such as Term Frequency-

Inverse Document Frequency (TF-IDF), Bag of 

Words (BoW) & Word to Vector (Word2Vec). 

Similar research that has been done before on 

Indonesian Hoax Detection using SVM 

Algorithm with Word2Vec Feature Extraction, 

to achieve optimal results with accuracy above 

80% at least more than 20,000 training data is 

needed. In this case, the more training data 

used, the better the performance of the SVM 

model [6]. 

In addition, the application of TF-IDF 

feature extraction is also carried out for 

sentiment analysis of the Corruption 

Eradication Commission of the Republic of 

Indonesia, getting the results of testing and 

evaluation of the accuracy value of precision, 

recall, F1-Score which produces a good 

percentage because with the emergence of 

positive sentiment skew of 77% [7]. Another 

relevant study explores the detection of hate 

speech on Facebook by evaluating various 

feature extraction methods, including BoW, 

pre-trained word embeddings, and N-gram 

graphs. These methods were combined with 

machine learning classifiers such as SVM. The 

findings indicate that BoW features, when used 

with SVM classifiers, achieve superior 

performance in identifying hate speech on 

Facebook [8]. Additionally, another study 

discusses the limitations of BoW features due 

to high false positive rates and suggests that 

more sophisticated methods can provide better 

features for classical machine learning 

algorithms like SVM. These studies provide 

insights into the effectiveness of combining 

BoW feature extraction with SVM classifiers 

for hate speech detection on social media 

platforms [9]. 

Research using the SVM algorithm has 

previously been applied to sentiment analysis in 

detecting anxiety based on social media data 

using the SVM and Random Forest algorithms. 

The findings revealed that the Random Forest 

classifier achieved the highest accuracy of 

84.99% with count-vectorization and 82.63% 

with TF-IDF feature extraction, outperforming 

other classifiers, including SVM [10]. In 

another study, still focusing on the application 

of machine learning for sentiment analysis, 

researchers compared the performance of SVM 

and Random Forest for classification tasks. The 

results showed that SVM achieved slightly 

higher accuracy (0.80394) than Random Forest 

(0.78564), making it a more suitable choice 

when accuracy is the primary consideration 

[11]. 

SVM was also used to analyze sentiment 

towards the Jakarta government lockdown 

policy. SVM is used by applying TF-IDF 

feature extraction. Divided into positive 

sentiment classes of 68.75% and negative 

31.25% and produced an accuracy value of 

74%, precision of 75%, recall of 92%, and F1-

Score of 83%. This means that the SVM 

algorithm with TF-IDF feature extraction is 

well used in this research on the Jakarta 

government lockdown policy [12].  

TF-IDF feature extraction by applying the 

SVM algorithm has also been used to analyze 

sentiment regarding application reviews of 

information and documentation management 

officials of the Kementerian Dalam Negeri 

Republik Indonesia on the Google Play Store. 

Researchers achieved 700 data, including 85 

positive annotations and 615 negative labels. 

During the evaluation phase, sentiment analysis 

yielded an average k-fold of 88%, precision of 

94%, recall of 100%, f-measure of 97%, and 

accuracy of 97%. Based on the evaluation 

results, also shows that the SVM algorithm by 

applying TF-IDF feature extraction can be 

applied well [12]. 

Building upon the previously outlined 

background, this study will implement the 

SVM method to TF-IDF, BoW, and Word2Vec 
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Fig. 1. Research flow 

 

The first step in this research is to collect the 

data to be used. This dataset contains text or 

documents to be analyzed that come from 

Kaggle about beauty product reviews. This data 

will be the main material that is processed 

further in the research. 

Once the dataset is collected, the next step is 

preprocessing. At this stage, the raw data is 

cleaned and prepared for analysis. The 

preprocessing stages used include Cleansing, 

Case Folding, Tokenization, Stop Words 

Removal, and Stemming. 

After the data is processed, the next step is 

feature extraction. Feature extraction is used to 

convert the processed text into a numerical 

form that can be understood by machines. Some 

of the feature extractions used are: 

The TF-IDF technique, or Term Frequency-

Inverse Document Frequency, serves to 

calculate the aggregate quantity of documents, 

measure the complete count of lexical 

components (words) throughout all documents, 

and ascertain the weight of each term about 

distinct documents [14]. 

Bag of Words (BoW) for processing text 

data by converting it into a vector of numbers 

so that it can be processed by a computer. This 

approach exclusively computes the frequency 

with which words appear throughout the 

entirety of the document under examination 

[15]. 

Word2Vec to convert words into number 

vectors based on the meaning of the word in 

context [16]. After the features are extracted, 

the data is then classified using the Support 

Vector Machine (SVM) method. SVM is used 

to separate the data into different categories 

based on the features that have been extracted. 

The last stage is evaluation, where the 

performance of the built model is measured 

using a confusion matrix and k-fold cross 

validation. This stage is used to help determine 

how well the model works in classifying the 

data and whether the research objectives have 

been achieved. 

Data acquition 
The data collection stage in sentiment 

analysis is a crucial first step. In this step, data 

is collected from Twitter social media. In this 

research, a dataset of beauty product reviews 

taken from the Kaggle site by 

hafidahmusthaanah is used. This dataset 

contains 1500 textual reviews that have been 

labeled manually. The labeling process was 

carried out by three raters, who divided the data 

into two categories: positive and negative 

reviews. Each review includes attributes such 

as username, post date, and review text. 

However, only the review text column was 

utilized for feature extraction and classification. 

The labeled dataset consists of 53% positive 

reviews and 47% negative reviews. An 

exploratory analysis of the dataset revealed that 

the average review length was approximately 

20 words, with a standard deviation of 5 words. 

feature  extraction  techniques.  The  purpose  of

this  research  is  to  compare  SVM  performance

through  the  value  of  some  essential

performance  metrics  when  implementing  the

three feature extractions. The findings from this

research are anticipated to serve as a foundation

for  future  advancements  in  developing  more

effective classification methods. By building on

these  results,  researchers  can  refine  and

enhance  techniques  to  achieve  better  accuracy

and  efficiency  in  classification  tasks  moving

forward.  Based  on  prior  studies,  this  research

proposes a hypothesis that TF-IDF is likely  to
outperform  BoW  and  Word2Vec  for  this

dataset.  This  is  due  to  its  capability  to  weigh

terms  based  on  their  importance  within  a
document while  considering  their  rarity  in  the

dataset,  making  it  particularly  effective  in
scenarios  with  small  datasets  and

straightforward semantic structures  [13].

MATERIAL AND METHODS

Reserach Flow
  The research flow used in this study can be

seen in the  Fig. 1.
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Frequently occurring terms in positive reviews 

included 'terbaik,' 'suka', 'kualitas' etc., while 

'jelek', 'kecewa', 'sampah' etc. were common in 

negative reviews. These observations provide 

insight into the dataset but are independent of 

the sentiment classification process, which was 

conducted using a machine learning approach 

(SVM) with feature extraction methods such as 

TF-IDF, BoW, and Word2Vec. The dataset was 

preprocessed by removing stopwords, 

punctuation, and special characters to ensure 

consistency and prepare the text for machine 

learning feature extraction. 

Preprocessing 
After the data acquisition stage is complete, 

the next step is data preprocessing to convert 

unstructured text data into structured data [17]. 

The preprocessing stages carried out include: 

1. The first step in preprocessing is Cleansing. 

This step is used to clean the document from 

irrelevant words, to reduce noise in the data. 

(Rahman Isnain et al., 2021). 

2. The next stage is Case Folding and 

Tokenization. In the Case Folding stage, all 

letters in the document are converted into 

lowercase letters. Only the letters 'a' to 'z' are 

retained, while characters other than letters 

are removed and considered as delimiters. 

After that, Tokenization is performed to 

break the document into tokens and identify 

keywords separated by spaces and remove 

punctuation characters [18]. 

3. The next step is Stop Words Removal which 

aims to remove words that have no 

significant meaning in the analysis [18]. 

4. The last stage of preprocessing is Stemming, 

which is used to remove prefixes or suffixes 

from words, so that the words are returned 

to their basic form [19]. 

Feature Extraction 
The data that has been generated from 

preprocessing will then be represented in the 

form of features in numeric format. There are 

three feature extraction approaches used in the 

research TF-IDF, Bag of Words, and 

Word2Vec. The use of these three feature 

extraction approaches is intended to evaluate 

their influence on the performance of the 

classification process. The feature extraction 

used in this research includes: 

 

 

TF-IDF 

The first feature extraction used is TF-IDF 

which is used to convert text data into 

numerical data by giving weight to each word 

or feature. This aids in determining the 

significance of a word within a document. TF-

IDF assesses a word's relevance specifically 

within the context of that document [20]. 

TF, or Term Frequency, refers to how often 

a word appears in a particular document, which 

indicates how relevant the word is in that 

document. 

𝑇𝐹(𝑡, 𝑑) = 

𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡ℎ𝑒 𝑤𝑜𝑟𝑑 𝑡 𝑎𝑝𝑝𝑒𝑎𝑟𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑑

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑎 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑑
 

 

(1) 

DF represents the frequency of documents 

that include a specific term, thereby reflecting 

the prevalence of that term within the corpus. 

IDF, on the other hand, serves as the reciprocal 

of the DF metric. The outcome of the term 

weighting process utilizing TF-IDF is derived 

from the multiplication of TF by IDF. 

𝐼𝐷𝐹(𝑡, 𝐷) = 

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑑

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑡ℎ𝑒 𝑤𝑜𝑟𝑑 𝑡 
 

 

(2) 

After calculating TF and IDF, then multiply 

the two to get the TF-IDF value for a word in a 

document. 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) =  𝑇𝐹(𝑡, 𝑑) 𝑥 𝐼𝐷𝐹(𝑡, 𝐷) (3) 

The weight of a word increases if it appears 

frequently in a document and decreases if it 

appears in many documents. 

Bag of Words 

The next feature extraction used is Bag of 

Words (BoW) which is a simple way to 

represent the words in each sentence by 

converting them into vectors. Basically, BoW 

works by counting how often each word 

appears in a sentence, regardless of order or 

grammar. BoW is one of the most basic 

techniques for converting text into numerical 

data and is widely used in Natural Language 

Processing (NLP) and Information Retrieval 

(IR). In BoW, a text, be it a sentence or a 

document, is transformed into a “bag” 

containing the set of words it contains, without 

regard to their order but retaining the variety of 

the words [21]. 
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The formula used was as follows: 

𝑉 = {𝑤1, 𝑤2, 𝑤 … , 𝑤𝑙𝑣𝑙} (1) 

[𝑤 = [0, … ,0,1,0, … ,0] (2) 

The equation employed denotes 𝑉 as a 

lexicon (vocabulary) of terms utilized, while w 

represents a one-hot encoding in which a value 

of 1 signifies the presence of a term from the 

lexicon within the pertinent document, whereas 

a value of 0 denotes the absence of such a term. 

The establishment of this one-hot encoding is 

achieved through the computation of the 

frequency with which the term appears within 

the sentence, rather than relying exclusively on 

the binary indicators of 1 and 0 [21]. 

Word2Vec 

The latest feature extraction used is 

Word2Vec which is used to transform 

document operations into vector calculations in 

word vector space. Semantic relations in 

documents can be characterized based on the 

similarity of words in the vector space. The 

initial stage of the Word2Vec process is to build 

a word dictionary from the training text data 

and then learn a vector representation of the 

word set. The resulting vectors serve as features 

for various applications in NLP and machine 

learning. Word2Vec is capable of learning 

word representations in a high-dimensional 

vector space and identifying the semantic 

relationships between words by calculating the 

cosine similarity. This allows it to detect how 

closely related words are in meaning within a 

document [22]. 

Word2Vec provides two steps to get similar 

words, including:  

• CBOW 

The Continuous Bag of Words 

(CBOW) model, widely recognized in the 

field of natural language processing, 

employs adjacent lexical items to infer the 

intended target word. The architecture of 

CBOW facilitates the prediction of a present 

word by analyzing its contextual 

surroundings [22]. Formula 6 is the formula 

of CBOW. 

𝑣𝑤 =
1

𝐶
∑ 𝑣𝑐

𝑐∈𝐶
 

(6) 

• Skip-gram  

Uses words to predict neighboring 

words in a sentence. Skip- gram architecture 

predicts neighboring words based on word 

flow [22]. Formula 7 is the formula of Skip-

gram. 

𝑃(𝑤0|𝑤1) =  
𝑣𝑤0. 𝑣𝑤1

∑ 𝑒𝑣𝑤0.𝑣𝑤1𝑊
𝑤=1

 
(7) 

In this research, Word2Vec was implemented 

using the Continuous Bag of Words (CBOW) 

method. CBOW was chosen due to its 

efficiency in processing smaller datasets and its 

ability to predict a target word based on its 

surrounding context, which aligns well with the 

characteristics of the dataset used in this study 

[23]. The embedding dimensions were set to 

100, with a context window size of 5, a 

minimum word frequency of 1 (min_count), 

and 4 worker threads to optimize training 

performance. 

Classification   
After the feature extraction stage is carried 

out, the next stage is classification. The 

classification used in this research is SVM. 

SVM classification works based on the 

principle of Structural Risk Minimization 

(SRM). SVM is used to find the best hyperplane 

that separates two classes in the input space. 

The hyperplane is created in such a way as to 

separate the closest data points from each class. 

The main advantage of this approach is that it 

can work on very high dimensional areas [24]. 

SVM is one of the well-known classification 

methods because it can find the right 

classification boundary by using the so-called 

support vector, hyperplane and kernel. Many 

SVM applications have been carried out by 

several researchers. The study [25], the authors 

applied linear SVM kernel to classify skincare 

product reviews. SVM uses a function or 

hyperplane to separate two classes of patterns. 

In Linear Discriminant Analysis, the worst case 

can occur, when all classes have SVM will try 

to find the optimal hyperplane pattern where 

two classes can be maximally separated. SVM 

is a binary classifier, but SVM can also be used 

for many class problems or multiclass problems 

[26]. 

The SVM model runs by projecting data into 

a rich feature landscape, thereby granting the 

ability to classify data points, even in scenarios 

where linear separation is unfeasible. In 

situations where a separation among various 

categories emerges, the information may be 

reconfigured such that this distinction can be 

termed a hyperplane. Subsequently, the 
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attributes of the modified data may be utilized 

to infer the appropriate classification for new 

records. Some data points are separated into 2 

categories, namely black spheres and white 

spheres. 

The two categories are then separated by a 

curve, after transformation, the boundary 

between the two categories can be determined 

by the hyperplane. The two points that become 

the benchmark of the hyperplane are called the 

support vector. It can be seen that there are two 

groups of data called classification, then the 

task of SVM is to divide these two groups as 

best as possible or determine the best 

hyperplane, the division where the boundary 

line can separate the two groups with the 

farthest distance between the outermost point in 

each group and the boundary line itself. The 

non-linear problem can be solved by modifying 

the kernel trick into SVM which will be the 

class separator or hyperplane into two classes in 

the vector space. 

Evaluation 
After the model is successfully created, the 

last step that must be taken is evaluation. This 

step is used to determine the performance of the 

model that has been created. The evaluation 

results obtained by applying different feature 

extractions will be compared to determine the 

effect of their performance on classification 

results. There are two evaluation methods used:  

1. The first evaluation method used is tje 

Confusion Matrix to calculate the 

performance or accuracy of the 

classification process. The accuracy of the 

results is measured by the recall, precision, 

accuracy, and f1-score values. Where recall 

(True Positive Rate) is the ratio of true 

positive identifications compared to all true 

positive data. Precision (Positive Predictive 

Value) is the ratio of true positive 

identification to all positive identification 

results. Accuracy is the ratio of true positive 

identifications for all data [27]. 

2. The second evaluation method is K-Fold 

Cross Validation which is used to get the 

best accuracy value when the data is divided 

into test data and training data. The sample 

data used will be divided randomly and then 

will be grouped as much as the 𝐾 value used. 

After being divided into several partitions, 

the data will be processed 𝐾 times with each 

𝐾 trials, the testing data used is the 𝐾th 

partition data and the rest of the other 

partitions are used as training data. And so 

on until the processing ends according to the 

number of K in the k-fold used in the study 

[28]. This research employed a 10-fold 

cross-validation approach to evaluate the 

model's performance. 𝑛 each fold, the 

dataset was divided into 90% training and 

10% testing subsets. Evaluation metrics 

such as accuracy, precision, recall, and F1-

score were computed for each fold and 

averaged to provide a comprehensive 

assessment. 

In this study, several evaluation conditions 

were conducted to analyze the effects of data 

balance, dataset size, and the 𝐶 parameter of 

SVM on classification performance. These 

evaluations were designed to provide a 

comprehensive understanding of the factors 

that may influence the effectiveness of the 

classifier. 

RESULT AND DISCUSSION 

Effect of using balanced and unbalanced 

data 
In the first test, two types of training datasets 

were evaluated, a balanced dataset and an 

unbalanced dataset, each consisting of 1100 

data. This study evaluated the classifier’s 

performance on both balanced and imbalanced 

datasets to assess how class distribution affects 

classification outcomes. The imbalanced 

dataset reflects the natural distribution of the 

data, where positive reviews make up 53% and 

negative reviews account for 47%.  

In contrast, the balanced dataset was 

constructed by oversampling the minority class 

(negative reviews) to ensure equal 

representation of both classes.  The test results 

can be seen in Table 1. 

 

Table 1. Effects of using balanced and 

unbalanced data 

Testing 

Scenario 

Evaluation 

Metrics 

TF-

IDF 

BoW W2V 

Balanced 

Data 

Accuracy 0.79 0.75 0.58 

Precision 0.79 0.75 0.58 

Recall 0.79 0.75 0.58 

F1 Score 0.79 0.75 0.58 

Unbalanced 

Data 

Accuracy 0.45 0.44 0.50 

Precision 0.44 0.43 0.20 

Recall 0.45 0.44 0.50 

F1 Score 0.43 0.42 0.34 
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Based on the test results above, it shows 

that the SVM model is able to classify data 

quite accurately, both in recognizing positive 

and negative classes. The even distribution of 

classes on a balanced dataset allows the model 

to learn well from each class, so the model can 

predict new data more accurately. In contrast, 

when using an unbalanced dataset, the model's 

performance drops dramatically. This decrease 

is due to the unequal distribution of classes in 

the dataset. 

 This imbalance makes the model more 

likely to predict the majority class and ignore 

the minority class. This difference in results 

proves the importance of an even distribution of 

classes in the dataset to achieve good 

classification performance. On a balanced 

dataset, the SVM model can learn from each 

class proportionally, leading to better and more 

consistent performance. In contrast, on 

unbalanced datasets, the model tends to be 

biased towards the majority class, which 

reduces its ability to recognize minority classes 

well. This suggests that to improve 

performance on unbalanced datasets, 

techniques such as oversampling minority 

classes, undersampling majority classes, or 

using appropriate class weighting methods are 

necessary. 

Effect of the Data Size 
The second test was conducted using 

balanced training data but with varying 

amounts of 200, 500, 700, and 1100 samples. 

The test results can be seen in the following 

Table 2.  

It can be seen in the figure above that there 

is an increase in the performance of the SVM 

model with the three feature extractions as the 

number of samples in the dataset increases. The 

accuracy results obtained show a consistent 

pattern. The greater the number of samples in 

the dataset, the higher the accuracy obtained. 

This can be attributed to the concept of machine 

learning which generally shows that the more 

data the model has to learn, the better the 

performance can be achieved.  

When the number of samples in the dataset 

increases, the model has more examples to 

learn from, so it can better recognize patterns 

and data variability. The increase in accuracy as 

the number of samples increases is also due to 

the model's ability to find better representations 

of the features. With larger datasets, the model 

can discover more complex patterns or more 

informative features that may not be seen when 

using smaller datasets. Therefore, as the dataset 

grows larger, the model has the potential to 

improve its ability to better distinguish between 

different classes. However, the Word2Vec 

feature extraction remained consistent at 0.58 

for all dataset sizes. This is due to the way 

Word2Vec builds the feature representation. 

Word2Vec generates numerical representations 

based on the context of the words in the text, 

and its performance is highly dependent on the 

quality of the plate data. 

 

Table 2. Effect of amount of data used 

Testing 

Scenario 

Evaluation 

Metrics 

TF-

IDF 

BoW W2V 

200 Accuracy 0.53 0.52 0.58 

Precision 0.53 0.52 0.58 

Recall 0.53 0.52 0.58 

F1 Score 0.53 0.52 0.58 

500 Accuracy 0.67 0.67 0.58 

Precision 0.68 0.67 0.58 

Recall 0.67 0.67 0.58 

F1 Score 0.67 0.66 0.58 

700 Accuracy 0.73 0.70 0.57 

Precision 0.74 0.71 0.57 

Recall 0.74 0.71 0.57 

F1 Score 0.73 0.70 0.57 

1100 Accuracy 0.79 0.75 0.58 

Precision 0.79 0.75 0.58 

Recall 0.79 0.75 0.58 

F1 Score 0.79 0.75 0.58 

 

Effect of C Parameters 
The last test was carried out adding a 

parameter, namely the 𝐶 value. The 𝐶 values 

used are 0.1, 1, 10, 100 and 1000. The 

parameter 𝐶 in SVM controls the trade-off 

between maximizing the margin and 

minimizing misclassification errors. A smaller 

𝐶 improves generalization by prioritizing a 

wider margin, while a larger 𝐶 focuses on 

reducing training errors, which can risk 

overfitting. Testing 𝐶 values is crucial to 

optimize classification performance. Table 3 

depicts the results of testing SVM with the three 

feature extractions. 

In the last test, the addition of the 𝐶 

parameter to the SVM classification with the 

three feature extractions was carried out. The 

results of testing the 𝐶 parameter in several 

scenarios, there was an increase in accuracy. 

The 𝐶 parameter controls the degree of 
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regularization in the SVM model, where higher 

values indicate the model is more likely to 

adjust to the training data. The increase in 

accuracy indicates that the SVM model 

becomes more flexible and is able to adapt well 

to the training data. Therefore, choosing the 

right 𝐶 parameter is key in improving the 

performance of the SVM model in this case. 

 

Table 3. Effect of 𝐶 parameters 
Testing 

Scenario 

Evaluation 

Metrics 

TF-

IDF 

BoW W2V 

0.1 Accuracy 0.67 0.79 0.58 

Precision 0.67 0.79 0.58 

Recall 0.67 0.79 0.58 

F1 Score 0.67 0.79 0.58 

1 Accuracy 0.79 0.75 0.58 

Precision 0.79 0.75 0.58 

Recall 0.79 0.75 0.58 

F1 Score 0.79 0.75 0.58 

10 Accuracy 0.78 0.75 0.60 

Precision 0.78 0.75 0.60 

Recall 0.78 0.75 0.60 

F1 Score 0.78 0.75 0.60 

100 Accuracy 0.78 0.75 0.63 

Precision 0.78 0.75 0.63 

Recall 0.78 0.75 0.63 

F1 Score 0.78 0.75 0.63 

1000 Accuracy 0.78 0.75 0.69 

Precision 0.78 0.75 0.69 

Recall  0.78 0.75 0.69 

F1 Score 0.78 0.75 0.69 

 

Overall Comparisons 
From the three test scenarios that have 

been carried out, the overall comparison 

produced is as presented in Table 4. The testing 

employed a 10-fold cross-validation method. In 

this approach, the data is divided into 10 

subsets. Each subset is used as the testing set in 

turn, while the remaining nine subsets serve as 

the training data. This process is repeated 10 

times to ensure that every part of the data is 

used for both training and testing. At the end of 

each iteration, the accuracy, precision, recall, 

and F1-score metrics are computed and 

averaged to obtain a comprehensive evaluation. 

Additionally, the standard deviation is 

calculated to measure the variability in the 

model's performance across the different folds, 

ensuring a more reliable and stable 

performance assessment. TF-IDF works by 

weighting the importance of a word in a 

document relative to the document collection. It 

assigns a higher value to words that appear 

frequently in a particular document but rarely 

appear in other documents, thus better at 

finding key words that are important for 

classification. Therefore, TF-IDF often gives 

good results on text classification tasks. 

On the other hand, BoW only calculates 

word frequency without considering the 

importance of the word in the context of a larger 

document collection. Although simple and 

effective, this approach can be less accurate as 

it does not consider the relative significance of 

words across different documents. 

Word2Vec works by mapping words into 

high-dimensional vectors based on their 

surrounding context. While this technique is 

capable of capturing semantic relationships 

between words, its performance can be 

suboptimal as the model does not always 

capture variations that are relevant for specific 

tasks such as classification. Moreover, if the 

training dataset is not large enough or not 

representative, the resulting Word2Vec model 

is not robust enough to capture the text required 

for classification tasks. 

Overall, TF-IDF has a better performance 

compared to Bag of Words and Word2Vec. 

This can be due to its ability to pay attention to 

the most relevant features for classification, 

while Bag of Words and Word2Vec do not 

capture the same information well for that 

specific purpose.  

While TF-IDF showed the highest 

performance in this study, previous research 

highlights that BoW and Word2Vec often 

outperform TF-IDF in other scenarios. This 

discrepancy can be understood by considering 

factors such as dataset size and semantic 

complexity. several studies have shown that 

BoW and Word2Vec often achieve higher 

accuracy in various applications. For instance, 

research has found that combining TF-IDF and 

Word2Vec improves text classification 

accuracy compared to using TF-IDF alone [29]. 

Additionally, another study reported that 

document representation using Word2Vec 

yielded better classification performance than 

traditional methods for Mandarin text [30]. 

These differences can be attributed to the size 

and semantic complexity of the dataset. BoW 

and Word2Vec tend to perform better with 

larger datasets [31] and those with complex 

semantic structures, as they can effectively 

leverage statistical and contextual 

relationships. Conversely, TF-IDF is more 
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effective for smaller and simpler datasets, such 

as the one used in this study. For example, 

research has shown that the TF-IDF approach 

enables classifiers to achieve higher accuracy 

when working with smaller datasets [32]. 

Therefore, the specific characteristics of the 

dataset and research objectives in this study 

created favorable conditions for TF-IDF to 

deliver superior results, consistent with the 

research hypothesis.

 

Table 4. Value of evaluation metrics and standard deviation 

No. Fitur Extraction 

Accuracy Precision Recall F1-Score 

Mean Std. 

Deviation 

Mean Std. 

Deviation 

Mean Std. 

Deviation 

Mean Std. 

Deviation 

1. TF-IDF 0.790 0.025 0.787 0 0.787 0 0.786 0 

2. Bag of Words 0.777 0.026 0.779 0.024 0.777 0.026 0.777 0.026 

3. Word to Vector 0.669 0.027 0.673 0.025 0.669 0.028 0.669 0.028 

 

Furthermore, from Table 4, a further process 

can be carried out to determine how significant 

the difference in performance is brought about 

using these three types of feature extraction 

methods on the performance of SVM-based 

sentiment classification. The ANOVA 

approach, as one of the statistical-based 

approaches, can be used to statistically assess 

how significant the differences are from the 

application of TF-IDF, Bag of Words, and 

Word to Vector on the classification results 

using SVM. Table 5 shows the F-Statistic and 

P-Value from the further analysis on the 

evaluation metrics and standard deviation from 

Table 4. F-Statistics measures the ratio of 

variance between the models to the variance 

within the models. A high F-statistic would 

indicate significant differences between 

groups. While P-Value indicates whether the 

observed differences are statistically 

significant. A P-Value below a significance 

level (typically 0.05) would indicate that there 

are statistically significant differences between 

the models. 

 

Table 5. ANOVA result 
No. Evaluation 

Metrics 

F-Statistic P-Value 

1. Accuracy 0.0081 0.9920 

2. Precision 0.0059 0.9942 

3. Recall 0.0061 0.9939 

4. F1-Score 0.0061 0.9939 

 

The p-values reveal that none of the models 

show a significant difference in terms of 

accuracy, precision, recall, or F1-score, 

suggesting that they perform similarly in these 

areas. Furthermore, the low F-statistics confirm 

that the variance between the models is almost 

negligible. Since the ANOVA results point to 

no meaningful statistical differences, the choice 

of model may not heavily influence the 

outcomes. Consequently, it might be more 

practical to base the decision on factors like 

computational efficiency, user-friendliness, or 

the clarity of the model’s interpretations. 

CONCLUSION  

From the research conducted, it was found 

that the SVM method was successfully applied 

to three feature extraction techniques, namely 

TF-IDF, BoW, and Word2Vec for text 

classification. Each of these methods proved 

effective in training the SVM model. The 

implementation process involved several main 

steps, including data preprocessing, feature 

extraction, and training the SVM model with 

the extracted features. The results showed that 

TF-IDF and BoW performed well, with SVM 

showing higher accuracy, while Word2Vec 

gave slightly lower results in terms of accuracy. 

Overall, a comparison of the accuracy, 

precision, recall, and f1-score values showed 

that TF-IDF with SVM gave the best 

performance, followed by BoW with slightly 

lower results, and Word2Vec with the lowest 

performance, although still quite good in some 

cases.  The evaluation was conducted across 

several scenarios, including tests on balanced 

and imbalanced datasets, varying dataset sizes, 

and different CCC parameter values for SVM. 

These scenarios provided insights into how 

class distribution and parameter tuning 

influenced the model's performance. The 

findings suggest that TF-IDF with SVM is 

particularly robust in delivering consistent 

results, especially in datasets with 
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characteristics similar to those used in this 

study. However, further experimentation with 

larger and more diverse datasets is 

recommended to validate the generalizability of 

these conclusions.
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Table 4. Testing data 

RESULT AND DISCUSSION 

This chapter discusses the results of the 

modified LMKNCN algorithm in doing certain 

tests. In the evasion direction avoidance tests, 

the features used in training data [17] is first 

discussed, as well as accuracy testing. Then, the 

algorithm is tested in quadcopter flight plans 

that must reach its target point with static and 

dynamic obstacles in the way.  

The LMKNCN classification features used 

in this research is the dimensions of the obstacle 

against the quadcopter’s position. The 

dimensions feature data is processed into 

deviance distance data. This feature data 

consisted of 4 parameters, that of upper span 

ℎ𝑢, left span ℎ𝑙, right span ℎ𝑟, and lower span 

ℎ𝑑. The deviance distance data 𝛿 consisted of 4 

parameters, that of left, right, up and down 

deviances. Table 2 shows the feature data used 

in cluster training data, Table 3 shows the 

obstacle training data, and Table 4 shows the 

testing data, all of which resolves as correct.  

The simulation tests used a computer with 

Intel Core i3 CPU of 1.70 GHz and 4 Gb RAM. 

The tests result in an accuracy of 97.5% (Table 

4). The learning process between training and 

testing data required a computation time of 

0.142341 seconds.  

Case 1 
In Case 1, the start point is in coordinate 

(0.5,4,2) and the target point is in coordinate 
(7.5,4,2). This case has 1 static obstacle in 

coordinate (4,4.1,2), shown in top view in Fig 

6 and side view in Fig 7.  

 

Case 2 
In Case 2, there is 1 dynamic obstacle 

moving up and down the positive z-axis. This 

obstacle has an innate velocity of 0.005𝑚/𝑠. 

The quadcopter is positioned at the start point 
(0.5,4,2) and has the target point (7.5,4,2). The 

dynamic obstacle has an initial coordinate 
(4, 4, 1.6) shown in Fig 8 and Fig 9. 

 

Case 3 
In Case 3, the quadcopter is placed in the 

start point (0.5,4,2) and its target point is 
(7.5,4,2). There are 2 dynamic obstacles with 

starting coordinates of (3.4, 2.2, 2.26) and 

(5.2,6.41,1.88). The first obstacle has an innate 

velocity of 0.02 𝑚/𝑠, moving the the left 

(positive y-axis). The second obstacle has an 

innate velocity of 0.01 𝑚/𝑠, moving to the 

right (negative y-axis) as shown in Fig 10 and 

Fig 11. 

 

Result Case 1  
The obstacle is detected when the 

quadcopter is in coordinate (2.8, 4, 2), in 4𝑠. 

The detected obstacle’s dimensions from the 

quadcopter are hu = 0.4001, ℎ𝑙 = 0.7, ℎ𝑟 =
0.5 and ℎ𝑑 = 0.1999. 

The closest training cluster data (Table 5) in 

this case is in Cluster 8. The first closest data in 

the cluster is the 12th data point. The centroids 

are located in the 15th and the 16th, shown in 
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